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1 Introduction

The role of control allocation (CA) in modern acrospace vchicles is to computc a command
vector §. € IR™ that corrcsponding to commanded or desired body-frame torqucs (moments)

7.=|L M N ]T to the vehicle, compensating for and/or responding to inaccuracics in off-linc
nominal control allocation calculations, actuator failurcs and/or degradations (reduced cffectiv-
noss), or actuator limitations (rate/position saturation). The command vector 8, may govern the
behavior of, c.g., acrosurfaces, reaction thrusters, cngine gimbals and/or thrust vectoring. Typi-
cally, the individual moments generated in responsc to cach of the n, commands docs not lic strictly
in the roll, pitch, or yaw axcs, and so a common practice is to group or gang actuators so that a
onc-to-onc mapping from torque commands 7 to actuator commands d. may be achicved in an
off-linc computed CA function.
We shall assume the cxistence of an off-line computed nominal lincar affinc CA function

6. = F(z)7e + do(z) (1.1)

where 7, is the commanded torque vector, T is a vehicle state vector, dg is a trim (ncutral torque)
vector and F(z) is a matrix of nominal control allocation gains. Onc may interpret the columns of
F(z) as a sct sct of gains defining “ganged” actuators for cach control axis. The resulting nominal
autopilot/control allocation block diagram is shown in Figure 1. The vector 7, in Figure 1 refers
to the body torques induced on the vchicle by the actuators. Idcally, the control allocation matrix
F(z) would be chosen to be the pscudo-inverse G(a:)t of the Jacobian matrix

= %]

where n, is the number of actuators; that is, we wish to design the control allocation matrix F(z)
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Figurc 1: Nominal autopilot/control allocation block diagram.

such that
100
G(z)F(z)=]0 1 0 (1.2)
0 1

so that the induced body-frame vehicle torques 7, match the commanded body torques 7. However,
due to sensor inaccuracy, modcling crrors, and data compression in the allocation function, the
idcal condition (1.2) cannot be achicved. As such, scmidefinitc programming techniques [HSZ01],
[BEFBY4] arc uscd to design control allocation matrices F(z) that achicve

IG(@)F(2) - Il < 1 - 7(2)

for somc positive constant vy to achicve the “best possible” allocation given off-linc data.
The lincar affinc nominal control allocation law (1.1) by itsclf is inadequate for the control
control allocation problem for four rcasons:

1. Tt fails to rcspond to torque allocation errors that can be detected on-line.
2. Tt fails to takc into account saturation issucs.
3. Tt fails to respond to on-linc detected failurcs in actuators, and

4. Tt fails to providc a framework to work with discrete-valued (on-off) actuators such as rcaction
thrusters.

Dynamic control allocation [HCO02] may be used to compensate for torque allocation crrors detected
on-line. DCA trcats torque allocation crror as a unknown additive uncertainty in the system

Jacobians
Gtrue(z) = G("B) + AG(:E)

where A is an unknown gain that respects the condition
Girue(z)F(z) - Il < 1

over all operating conditions. If this condition is not met, then the CA problem is greatly com-
plicated, requiring the usc of on-line system identification [CPM95] [CBP98], [CG86), [HIN91].
Discroto-valucd actuators may be dealt with by cither using pulsc-width modulation to cmulate
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continuous valued actuators or, where actuator structurc will not permit the usc of PWM, onc may
usc these actuators as “back-up” to the continuous valued actuators as in [HSZ01). We address in
this paper items 2 and 3 above by autonomous reconfigurable control allocation (ARCA).

An optimal solution of a constraincd control allocation problem involves the solution of convex
programming problems [Buf97], [Dur93], [Enn98]. Some heuristic approximate allocation solutions
arc proscnted in [BD95) such as computation of the attainable moment subsct, gencralized inverscs,
and daisy chaining. Altcrnatively, adaptive control may bec uscd in tandem with lincar system
theory techniques in an attempt to avoid and/or compensate for actuator saturation [CGD198]. In
this paper we build on the work of [BD95], [Dur93], [BP98], [BDY5), and [PBOQ] to present an on-
linc autonomous rcconfigurable control allocation technique that is computationally tractablc and
practical for usc in closcd loop with a robust autopilot (attitude control law) such as sliding modc
control [SMJ+98], [(BLM99], [SHJ00]). Our technique makes usc of a fast quadratic programming
itcration step so that the actuator command &, rosults in a vchicle body torque 7, that tracks the
commanded torques 7. when they lic within the attainable moment sct or clsc approximatcs the
commanded torques in a least-squarcs scnsc when they are not in the attainable moment sct (the
underlying quadratic programming problem is infeasible).

2 Autonomous Reconfigurable Control Allocation (ARCA)

Reconfigurable control refers to the ability of a control allocation law to continuc to maintain
tracking of thc moment command 7. in the face of actuator failurcs/dcgradation. In thc short
term, actuator saturation is indistinguishable from actuator failure, since in both cascs an additional
constraint is cntcred into the control allocation law. However, in the case of an actuator failure,
the constraint is pcrmancnt and thus requires coordinated trecatment between the control allocation
law, the attitudc control law, and the guidance law.

2.1 Problem statement

We formally describe the ARCA problem as follows. We shall denote the scquence of autopilot
torque commands as 7.(k) and the scquence of CA generated actuator command vectors as d.(k).
In order to accomodate actuator rate limits, we shall compute the actuator command vectors
recursively, i.c.,

Jc(k) = 5c(k - 1) + 6e(k)

where 8.(k) is an update to the previous actuator command vector 6.(k — 1). We shall omit the
dependence on the time index k where it is clear by context. We shall make usc of the following
definitions:

Definition 2.1 The actuator status vector 6514 (t) has entrics in the range of [0,1] where 5100 = 0
reflects complete failure (actuator ¢ has no impact on vehicle body torques) and d4:,; = 1 reflects
nonminal opcration of actuator 1. D

Remark 2.1 We shall assume that the the actuator status vector 051a0 is made available to the
CA module by, c.g., a vchicle health monitoring system or an on-linc system identification module.
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Definition 2.2 The effective actuator Jacobian G(z) is the system Jacobian

Ay D

SHEY
cvaluated under current opcrating conditions, including cffects of actuator degradation and failurc.
o

Remark 2.2 Notice that the cffective actuator Jacobian G(z) is unknown prior to flight time. If
the nominal system Jacobians G(z) ~ F (z)! arc available, then G(z) = G(z)diag(dstat)-

Definition 2.3 Given a sampling interval T, the current actuator position 6 and vectors of actuator
maximum position valucs %, minimum actuator position valucs -, and maximum actuator ratcs
dmax, the nezt-step feasible set A 7(8¢) is defined as

Ap(6e) 2 {067 <8 +0. < 6 and |6 — 6] < Thmas )

Remark 2.3 The sct A (§(kT)) is the sct of legal next-step actuator commands &.((k+1)T) given
current actuator position valucs §(k).

Denoting 8, = c(k — 1), 8e(k), the reconfigurable control allocation problem can thus be cx-
pressed as the quadratic programming problem [Lucs4]

min (8¢ + 66)T Wy (8 + 8e) + 8T Wale (2.1)
subjoct to  G(z)de = AT
and & € Ap(dc)

where W) is a position penalty on the command vector b.(k), W is a ratc penalty on the change
in command vector d., and AT is a torque command update, usually (but not always) dcfincd as
Ar(k) = 7e(k) — Tc(k — 1). Exceptions to this rule arc discusscd below.

In the case where the quadratic programming problem (2.1) is feasible, then the minimization
scarches for an updatc §. that matches the commanded torque while reducing the magnitude
(cost) of the control command. Converscly, if the idcal torque command is not feasible, i.c., no
solution d, € Af(d.) cxists to the cquality constraint G(z)de = Ar, then it is necessary to rclax
the cquality constraint and instcad find a vertex (cxtreme point [Luc84]) of the feasible sct As(Ae)
that minimizes the norm ||7err(k)|| where 7e = G(z)de — Ar. In this casc, the next value of AT is
sclected to reflect both the update to the torque command 7 and the “unallocated” torque 7, from
the previous iteration.

Brute force application of standard quadratic programming techniques may not be desirable in
the ARCA problem for the following reasons.

1. Computation time: solution of the quadratic programming problem can requires scveral it-
crations, cach requiring solution of a lincar systcm of cquations Az = b of dimension up to
Ng X Ng.

2. Repetition: the quadratic programming problem to be solved in our application is solved
repeatedly for problems and conditions that do not vary greatly from onc sample time to the
next. For cxample, during times of highly aggressive mancuvcrs, it is likcly that the samc
actuators arc saturated from onc time step to the next. The similarity of thesc problems is
not cxploited by standard quadratic programming tcchniques.
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3. Singular dual solution: becausc the mumber of constraints is always 4 times the number of
unknowns, the dual problem [Luc69] uscd to solve for the corresponding Lagrange multiplicr
in a non-ncgative least squarcs problem is singular, which requires at the least an increase in
the dimension of the problem solution via the usc of “slack” variables.

2.2 Fast QP solution to ARCA

Given the concerns raised above, we proposc the usc of a fast QP solution mecthod that differs from
standard primal problem QP solvers in two ways:

1. The solution (active constraint sct [Lucg4]) of the previous problem is used as a starting point
of the current problem.

2. The number of QP itcrations is limited so that computational burden is reduced.

We consider here the cquivalent QP problem using the notation of [Luc84].

mrinJ(:z;) 2 :TQr+ T (2.2)
subject to  Ax=1b
z- <z < zt

The unknowns z in problem (2.2) correspond to the actuator command deviations Je in the ARCA
algorithm description. We shall proceed on the following assumptions:

1. z— <0 < z*; i.c,, the previous actuator command vector satisfics actuator constraint limits.

This assumption may be violated in the casc of, ¢.g., initial transicnts duc to cngine failure,
where additional constraints on differential thrust can be imposcd upon failure. Ncverthceless,
the above assumption will be reasonable in all cascs where additional constraints arc not
suddenly imposed on actuator command bchavior.

2. The torque command issucd by the autocommander is feasible. This condition is can be met
through the usc of on-linc computation of a local attainable moment sct (7).

Bascd on the above assumptions, we may solve the QP problem (2.2) as illustrated in Figure
2. The initial point z(0) by assumption satisfics the incquality constraints z~ < z(0) < z*, but
may not satisfy the cquality constraint Az = b duc to variations in the (cffective) Jacobian and
torque command from onc time step to the next. The point w(0) is computed that minimizces the
optimization

min  w(0)TQu(0) + Fw(0) (2.3)
w(0)
subject to  Aw(0) =b

with A = A, b = b. As illustrated in the figure, w(0) will satisfy the equality constraints, but
may not satisfy the incquality constraints. We thercfore choosc our next solution valuc z(1) = (1 -
)z(0)+ cw(0) where w(0) is chosen so that z(1) lics at the cdge of the feasible sct for the incquality
constraints. Wec then append a row to A and b corresponding to the necw “active constraint,”
zy = 7 in the casc of the figure, and solve the minimization (2.3) again, now constrained to the
intersection of the hyperplancs Az = b and z; = 27 . This proccss continucs until the itcrate w(k)
is in the foasible sct of problem (2.2). (Such a solution cxists by assumption.)
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Figurc 2: Quadratic programming problem (2.2) solution method for thc ARCA problem. The
foasible solution sct is denoted by the rectangle on the interior of the hyperplanc Az = b.

Remark 2.4 Becausc the system Jacobians arc continuous (cxcept in the casc of sudden failurc),
the active constraints from onc itcration to the next will likcly not change often. As a result, the
above algorithm may be casily modificd to solve the minimization (2.3) at most oncc per control

.

stcp whilc evaluating revisions to the active constraint sct by projecting the gradicnt

oJ
a—x'—2Q$+(,

onto the null spacc of A
v= (I - AtA) (2Qz + ©)

and comparing the signs of the resulting gradient scarch direction v with the active constraints
imposcd on z from the previous iteration.
3 Conclusions

Our initial tests of our fast QP solution method on artificially gencrated problems arc very cn-
couraging. For the final version of this paper we shall present closed-loop results using the ARCA
algorithm in closcd loop with a high-fidelity modecl of the X-33 cxperimental launch vehicle.
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